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Abstract— Affective text analysis is a high quality text to handle large amount of noise data and very time consuming that combine the af-
fective rating of multi-word terms. To generating the sentence rating have to improve the performance of unigram and bigram models by us-
ing the n-gram models. The affective rating for n-grams is estimated and the corpus based method using distributional semantic similarity 
metrics between the seed and the unseen words. Finally, it combines to form the sentence level rating through simple algebraic formula. 
The proposed framework produces the state of art results for word level tasks in English and Germany and the sentence level news head-
lines classification in semEval’07-Task 14 task. The inclusion of bigram terms provides significant performance improvement even if selec-
tion term is not applied. 
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1 INTRODUCTION                                                                     

ata mining is an interdisciplinary subfield of computer 
science, is the computational process of discovering pat-

terns in large data sets involving the methods of artificial in-
telligence, machine learning, statistics, and database systems. 
The overall goal of the data mining process is to extract infor-
mation from a data set and transform it into an understanda-
ble structure. Text mining is an interdisciplinary field that 
draws on information retrieval data mining, machine learning, 
statistics and computational linguistics. A substantial portion 
of information is stored as text such as news articles, technical 
papers, books, digital libraries, email messages, blogs and web 
pages. An important goal is to derive high-quality information 
from text and it is typically done through the discovery of pat-
terns and trends by means such as statistical pattern learning, 
topic modeling, and statistical language modeling. Typical text 
mining tasks include text categorization, text clustering, con-
cept or entity extraction, and production of granular taxono-
mies, sentiment analysis, document summarization, and enti-
ty-relation modeling.  

    Current text mining approaches can be divided into two 
main categories: bag-of-words and NLP-based techniques. The 
first approaches do not exploit morphological structures in the 
text they are rather ineffective and usually need to although 
the various table text styles are provided. The formatter will 
need to create these components, incorporating the applicable 
criteria that follows (i) use larger data sets and ignoring less 
frequently mentioned information, (ii) NLP-based approaches 
parse the sentences in the text and convert them into parse 
trees. Parse trees contain some of morphological structures in 
the text in a more machine readable format, and thus provide 
a better structure for text analysis.  

   Semantic similarity is the building block for numerous ap-
plications of natural language processing (NLP), such as 
grammar induction and affective text categorization. Semantic 

orientation (SO) is a measure of subjectivity and opinion in 
text. It usually captures an evaluative factor (positive or nega-
tive) and potency or strength degree to which the word, 
phrase, sentence, or document in question is positive or nega-
tive towards a subject topic, person, or idea. The analysis of 
public opinion, such as the automated interpretation of on-line 
product reviews, semantic orientation can be extremely help-
ful in marketing, measures of popularity and success, and 
compiling reviews.  

   Distributional semantic models (DSM) are based on the dis-
tributional hypothesis of meaning assuming that semantic 
similarity between words is a function of the overlap of their 
linguistic contexts. A wide range of contextual features are 
also used by DSM exploiting lexical, syntactic, semantic, and 
pragmatic information. DSM has been successfully applied to 
the problem of semantic similarity computation. Co-
occurrence and context features are used to measure the 
strength of relations. Affective text analysis can happen at var-
ious levels, targeting different lexical units: words, phrases, 
sentences, utterances, as appropriate to the task that express 
the meaning of the utterance through some combination of the 
meanings (typically affective ratings) of the words they con-
tain. Word ratings are provided by affective lexica, either 
manually annotated, such as Affective norms for English 
Words (ANEW) or, more typically, automatically expanded 
lexica such as SentiWord Net and WORDNET AFFECT. These 
word ratings are then combined through a variety of methods, 
making in use of part-of-speech tags, sentence structure. 

   2 RELATED WORK 
Al Exandros Potamianos et al [2] this existing system describes 
a new unsupervised approach for the construction of DSM 
with application to lexical semantic similarity computation. 
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First, a corpus of snippets is harvested from the web. Then, a 
semantic network is constructed encoding the semantic rela-
tions between words in the corpus. Co-occurrence and context 
features are used to measure the strength of relations.  

Michelle C et al [3] unsupervised adaptation algorithms of the 
semantic-affective models are proposed. Affective ratings at 
the utterance level are generated based on an emotional lexi-
con, which in turn is created using a semantic (similarity) 
model estimated over raw, unlabeled text. The proposed ad-
aptation method creates task-dependent semantic similarity 
models and task dependent word/term affective ratings. 

Shrikanth Narayanan et al [4] invested a method of affective 
text analysis and modeling that is capable of generating con-
tinuous valence ratings at the sentence level starting from 
word and multi-word term valence ratings. Motivated from 
the language modeling literature, a back-off algorithm is em-
ployed to efficiently fuse the valence of single-word and mul-
ti-word terms. 

Peifeng Li et al [5] proposes a method to add more infor-
mation to the dependency tree and provide an algorithm to 
prune dependency tree to reduce the noisy, and then to the 
sentence-level sentiment classification. 

Zhang wei et al [6] investigated a system of automatic speech sen-
tence segmentation from large multi-paragraph speech databases 
with corresponding text. The novelty of our approach lies in the facts 
that: a) an automatic speech sentence segmentation system b) an 
improved automatic speech sentence segmentation system.  

Eneko Agirre et al [7] the paper system presents and compares 
Word Net based and distributional similarity approaches. The 
strengths and weaknesses of each approach regarding similar-
ity and relatedness tasks are discussed, and a combination is 
presented. 
 
Danushka bollegala et al [8] investigated a Web-based metrics 
that compute the semantic similarity between words or terms 
are presented and compared with the state of the art. Starting 
from the fundamental assumption that similarity of context 
implies similarity of meaning, relevant. The proposed algo-
rithms work automatically; do not require any human-
annotated knowledge resources. 

3 FLOW DIAGRAM 
     In the Figure.1, keyword search module the user search the 
data in   the search engine using the keywords. Keywords are 
words or phrases that describe the content. They can be used 
as metadata to describe images, text documents, database rec-
ords, and Web pages. Here is used text as a keyword to search 
the data. In the word level tagging, gives the ratings for each 
word. In this multi-word tagging, more than a word will be 
selected and   ratings for the search snippets is obtained. Mul-
tiword terms (MWTs) are relevant strings of words in text col-
lection. Sentence level tagging is similar to Multi-word tag-
ging; the sentence level tagging gives the ratings by fusing the 
single word and multi-word ratings. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 

 
Fig.1. Search a query from the search engine 

4 METHODOLOGY USED 
A subset of words is automatically selected from the lexicon to 

serve as seed words for the affective model. The affective rating for a 
new word/term is estimated as a linear combination of the products 
between semantic similarities and affective ratings of the seed words. 
A seed word with high affective (or semantic) variance might be a 
less robust predictor of the affective scores of unseen words. Words 
with high affective variance typically have multiple part-of-speeches, 
tags and word senses, or their valence rating is highly context. 

A.WORD LEVEL TAGGING 

The similarity between two words was estimated as the co-
sine of their respective vectors. In our work, two types of met-
rics are investigated for weighting the strength of the link be-
tween a reference noun and its neighbours, namely, co-
occurrence based and context-based similarity measures. 
 

1) Co-Occurrence Based Similarity Metrics: To estimate the 
similarity between two words/terms using the frequency of 
co-existence within larger lexical units (sentences, documents). 
The underlying assumption is that terms that co-exist often are 
likely to be related semantically. One popular method to esti-
mate co-occurrence is to pose conjunctive queries to a web 
search engine; the number of returned hits is an estimate of 
the frequency of co-occurrence.  

2) Context Based Similarity Metrics: The basic assumption 
behind these metrics is that similarity of context implies simi-
larity of meaning, i.e., terms that appear in similar lexical envi-
ronment have a close semantic relation. Similarity between 
features extracted from text context using “bag of words” and 
metrics used as a cosine similarity. 
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B. MULTI-WORD TERM TAGGING 

  Multiword terms (MWTs) are relevant strings of words in 
text collections. The multiword terms points to relevant in-
formation, corresponding to topics and subtopics in the text 
collection, and be quite useful specially for highly refining 
generic queries. LocalMaxs algorithm is introduced for auto-
matically extracting multiword terms. This algorithm requires 
neither empirically suggested thresholds nor complex linguis-
tic filters nor language specific morph-syntactic rules. These 
features make this algorithm a suitable approach to extract 
MWTs from text collections written in any language. The Lo-
calMaxs is an algorithm that works with any text collection as 
input and automatically produces multiword terms (MWTs) 
from that text collection.  

• Localmaxs algorithm  

The Localmaxs algorithm accepts a text as input and gen-
erates multiword units from that text. For each phrase, the 
algorithm looks at all sub phrases which are one word 
shorter contained within that phrase as well as all super 
phrases which are one word longer that contain the 
phrase. When the phrase's association measure achieves 
its maximum value compared to those for all the sub 
phrases or super phrases, the phrase is considered a prob-
able multiword unit. 

 More precisely, the local maxs algorithm is as follows. 

• Let assoc be an association measure. 

• Let W be a phrase. 

• Let length() be a function returning the number of 
words in a phrase. 

• Let sub W be the set of all sub phrases contained in W 
of size ( length(W) - 1). 

• Let super W be the set of all super phrases in the text 
of size (length(W) + 1) which contain W as a sub 
phrase. 

       Then for all x phrases in sub W, and for all y phrases 
in super W, W is a multiword unit if: 

• (length(W) = 2) and (assoc(W) > assoc(y)), or 
(length(W) > 2) and (assoc(W) >= assoc(x)) and (as-
soc(W)> assoc(y)) 

 
C. SENTENCE LEVEL TAGGING 

   Linear fusion assumes that the words should be weighted 
equally of their strong or weak content. Sentence have increase 
in polarized term might end up having low absolute valence. 
In the propose work weighted average scheme increase the 
absolute valence values. Each word’s affective score is the 
problem in the sentence level score. In many compound ex-
pressions where their semantic and affective content cannot be 

accurately estimate the sum of words. Negation can alter the 
meaning and affective scores. Sentence level rating can be 
found by combining the single and the multi word terms (i.e.) 
unigram and bigram models. 

 
D. FUSION OF N–GRAM MODELS 
   A subset is used as seed words and the affective ratings of 
new words/terms are all expressed as a weighted linear com-
bination of their semantic similarities to these seed words mul-
tiplied with the affective ratings of the seeds. The language 
modelling literature, a back-off algorithm is employed to effi-
ciently fuse the valence of single-word and multi-word terms. 
Specifically, a term detection criterion is used to select the ap-
propriate n-gram terms, starting with bigrams and potentially 
backing off to unigrams. 

   The methods for combining word ratings into sentence rat-
ings vary significantly. Usually a word selection step is in-
volved, which removes non-relevant words from the sentence 
and keeps only those considered to carry affective signifi-
cance. The actual combination of ratings is usually done by 
some simple numeric method, like taking the arithmetic mean. 
For bigrams that appear rarely in our corpus it may be advan-
tageous to back-off to a unigram where adequate statistics to 
accurately estimate affective scores exist. The method has no 
requirement that limiting it to estimating word ratings or even 
limiting it to any specific language. To apply to bigrams, only 
the semantic similarity metric has to be extended to handle 
both unigrams and bigrams. 
 
   The main fusion strategies to improve the performance of 
unigram and bigram models are interpolation, Back off and 
the weighted interpolation. 
 

1) Interpolation: For sentence that consists of the word Se-
quence w1,w2…wN create a unigram and bigram affective 
model, respectively. 
 
 2) Back-Off: Instead of using the interpolating the affective 
scores of different n-grams models, a criterion for alternating 
between the unigram and bigram model is proposed. 

  
 3) Weighted interpolation: weighted interpolation extends the 
interpolation and back-off models. The final collection of 
terms will include all unigram in the sentence and some of 
bigrams to produce the final sentence rating. 

5 IMPLEMENTATION AND RESULTS 
A. Similarity Metric Selection 
The co-occurrence based similarity metrics can estimate the 
co-occurrence counts either using web hits. They can co-
occur within a document at any distance. To calculate the 
frequency statics [Fig. 2] the co-occurrences (i.e.) the indi-
vidual word’s number of occurrences as well as number of 
times that the two words co-exists within a set distance by 
using the web search engine. 
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Fig.2: Similarity metrics 

6 CONCLUSION  
   A method of creating sentence affective ratings based on 
the combination of partial affective ratings of word n-grams. 
An affective lexicon expansion algorithm capable of creating 
continuous n–gram affective ratings based on a set of manu-
ally labelled seed words and semantic similarity ratings cal-
culated over web data. Multi term word tagging more than 
a word will be selected and   ratings for the search snippets 
is obtained. Sentence level ratings were obtained from n-
gram ratings using linear and non-linear fusion methods. In-
terpolation and back-off models were proposed for combin-
ing unigram and bigram affective ratings. 
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